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THE RETROSPECTIVE ACCOUNT OF BAYESIAN

UPDATING

ABSTRACT. This paper argues for a new account of Bayesian updating by taking a ret-
rospective approach to diachronic coherence. This approach says that an agent is di-
achronically coherent whenever the information she has revised her beliefs on satisfies
whatever constraint we would want our evidence to satisfy. This approach contrasts
with a common way of thinking about the Bayesian framework, according to which
it treats evidence as a black box. The aim of this paper is to provide a different inter-
pretation of Bayesianism’s main updating constraint by filling in this black box with a

Bayesian account of evidence.

1 Introduction

Say I come to you and I ask: How should I revise my beliefs when I learn something new?
It’s likely you would recommend one of two things. On the one hand, you might tell me that
when I get evidence, I should revise my beliefs using the right updating procedure. I should up-
date my beliefs using a rule that is likely to result in beliefs that are more accurate or that have
some other valuable property. On the other hand, you might tell me that when I update my
beliefs, I should revise my beliefs using the right information: I should update on information
that is likely to result in beliefs that are more accurate or more valuable. This is similar advice
given from two different perspectives. In the first case, you assume that I already have some
evidence in hand, and you tell me what I should do with it. In the second case, you assume
that I already have some updating rule in mind, and you tell me what I should apply it to. In

both cases, you assume that what I am after is a more accurate, or valuable, set of beliefs.
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Bayesians have traditionally adopted the first perspective. According to Bayesian ortho-
doxy, evidence is a black box that gives rise to the norm of conditionalization.! Whatever it
means for an agent to get evidence, when this happens, it triggers the requirement to con-
dition on it. This paper argues for a new account of Bayesian updating by defending what I
will call the Retrospective Account. The Retrospective Approach takes the second perspective
described above. Instead of claiming that an agent is diachronically coherent when, assuming
she has some piece of evidence, we can infer that she has revised her beliefs by conditioning
on it, the Retrospective Approach claims that an agent is diachronically coherent when, as-
suming she has conditioned on some information, we can infer that this information satisfies
whatever constraint we would want our evidence to satisty.

On the Retrospective Approach, then, whether or not an agent has updated at all, prop-
erly speaking, is determined by whether she has conditioned her beliefs on the right infor-
mation. I argue that one natural interpretation of “the right information” is information that
is not inconsistent. In conditioning on inconsistent information, we violate a norm that gen-
eralizes Probabilism. On the view I propose, then, synchronic coherence and diachronic co-
herence turn out to be norms of the very same kind.

This paper makes three assumptions that I should flag up front. The first assumption this
discussion will make is that the best interpretation of Bayesian updating is something that is,
in some sense, up for grabs. It’s often noted that there are many different ways of articulating
Bayesianism’s main commitments.” Given this, a reasonable question to ask, though one that
is not asked very often, is what formal properties a Bayesian would want her evidence to have.
The aim of this paper is to offer an answer to this question. In answering this question, my pa-
per resolves a certain theoretical puzzle by making sense of the second perspective described
above.

There are two more concrete problems that the second perspective described above

also allows us to resolve. First, as we'll see in the next section, the literature has struggled to

1For this description, see, for instance, Skyrms [1987].
2Famously, L]. Good [1971] claimed that there are at least 46,656 varieties of Bayesians.



provide a satisfying accuracy-based defense of orthodox accounts of Bayesian updating. By
contrast, the Retrospective Account I argue for can be given a very simple accuracy argument.
This is one of the reasons in its favor.

There’s a second reason for favoring my Retrospective Account. Plausibly, a desiderata

for any updating rule is that it satisfy the following constraint:

Non-Arbitrariness: The question of when an agent revises her beliefs should be irrel-

evant to whether or not she is diachronically coherent.

This principle captures the plausible thought that an agent’s standing as diachronically
coherent is a function only of her evidence and her priors. As we will see in §3, while the
orthodox account of Bayesian updating fails by the lights of this principle, the Retrospective
Approach is in a position to satisfy it. Thus, the first assumption this discussion will make is
that there is a better account of Bayesian updating to be had.

The second assumption this discussion will make concerns the status of Bayesianism’s
norms. It’s well-known that Bayesian epistemology is accused of placing unrealistic demands
on the epistemic agent. Bayesian epistemology requires that agents be logically omniscient:
that they know all logical truths. Bayesian epistemology also requires agents to have compu-
tational capacities that far outstrip those of any actual agent.3 These problems have generated
an entire literature of responses, which are well worth a paper of their own. But even without
evaluating each of them, the general lesson is clear. We must either revise Bayesian episte-
mology’s norms or we must revise the way we interpret these norms.

I propose that we do the latter. Rather than understand Bayesian epistemology as a
set of action-guiding norms, I propose that we understand Bayesian epistemology as a set of
evaluative norms. Just as we can say that a knife is good insofar as it’s sharp and bad insofar as
it isn’t, without imposing any obligations on anyone to do anything, we can say that certain
credence distributions, or sets of credence distributions, have certain features that make them

good or bad without imposing any obligations on anyone to do anything.*

3For canonical expressions of this complaint, see Harman [1986, p.25-26] and Earman [1992, p. 56].
#Note that Iwill use the terms “evaluative” and “normative” interchangeably in some contexts. Thus, won't



The Retrospective Approach entails the evaluative interpretation of Bayesian epistemol-
ogy. If whether I have evidence is determined by how I have revised my beliefs already, as the
Retrospective Approach implies, there’s no sense in which this approach can offer any guid-
ance about how to update. There’s no sense in which I can be told what credences I should
update to if it is not known in advance what kind of evidence I have. But, not being able to be
guided in this way, I can nevertheless still retrospect over my belief revision and ask whether
I have revised my beliefs in a way that is good or that is best—in a way that implies that the
information I have revised my beliefs on has those formal properties that make it evidence.

Finally, the third assumption this discussion will make is that when deciding on the
best interpretation of Bayesian updating, we should consider Bayesian updating in its most
general form. Although most discussions about diachronic coherence begin from the as-
sumption that we get propositional evidence, or certain evidence, I'm going to assume that
Bayesian epistemology includes norms that govern cases where we get uncertain evidence
as well. While this commitments is normally taken to distinguish the view many refer to
as “Jeffrey conditioning” (see Jeffrey [1965]), my proposal will distance itself from Jeffrey
conditioning by distancing itself from many of its motivations. My account develops some
unexplored possibility space, in the realm of Bayesian updating, by combining some of the
formal features of Jeffrey conditioning with a normative commitment of regular, Bayesian
conditioning: the commitment to update on evidence that is unrevisable.

An updating framework that can accommodate uncertain evidence shouldn’t need too
much defending. Arguably, the situations we find ourselves in most often are cases where
we do seem to have uncertain evidence. I assume the reason we idealize away from the sorts
of cases that Jeffrey conditioning covers isn't because they aren’t important, but because we
assume they will be covered in the same way as regular Bayesian conditioning. It’s good prac-
tice to abstract away from the uncertainty of evidence when this detail isn’t important for

whatever purpose the framework is being put towards. However, when the problem at issue

assume the normative to be necessarily tied to action-guidingness.



is how we should interpret the Bayesian framework itself, the structure of uncertain evidence
is surely a detail worth considering.

If we assume that beliefs come in degrees, then, it seems arbitrary to withhold this as-
sumption from our evidence. As Jeffrey [1992, p.11] put it, opinion, no matter how it comes
to us, should be probabilities “all the way down, to the roots.” Jeftrey’s rule represents a par-
ticularly strong way of reflecting the idea that what makes some view Bayesian is its commit-
ment to Probabilism. The account of diachronic coherence defended in this paper does this
as well; on my account of it, diachronic coherence is Probabilism all the way down. However,
though my account is best articulated from a perspective that assumes that we sometimes get
uncertain evidence, the results of this discussion don’t depend upon this assumption. One
can reject this assumption and still accept my proposal.

Here’s how the discussion will go. In §2, I describe the Retrospective Approach to
updating, which combines features of two accounts of diachronic coherence commonly
found in the literature. On the Retrospective Approach, an agent is diachronically coherent
whenever the information she has conditioned her beliefs on satisfies whatever constraint
we would want our evidence to satisfy. In §3, I show that Non-Arbitrariness on the
Retrospective Approach implies a very plausible constraint on evidence. It implies the
constraint that the evidence an agent has accumulated over time be representable as a
probability function. I call this constraint Diachronic Probabilism. In §4, I consider some
objections to Diachronic Probabilism and argue that it accommodates certain externalist
intuitions many have about evidence. In §5, I argue that Diachronic Probabilism can also be
vindicated by an accuracy argument. I conclude in §6.

A quick word about terminology. In what follows, I will assume that “diachronic co-
herence” is synonymous with “updating” and also with “conditioning or revising on one’s
evidence”. I will assume that these are all success terms, in contrast with “conditioning or
revising on one’s information”, though I will sometimes violate these linguistic stipulations

when context would make it too awkward to do otherwise.



2 The Retrospective Approach

Standard Bayesianism assumes that the degrees of confidence, or credences, that an agent
assigns to the members of the set X of propositions she entertains can be represented as an
assignment of real numbers to those propositions. It further assumes that, for all A€X, the
following synchronic norm of Probabilism governs this assignment, with its three basic ax-

ioms:
1. Non-negativity (cr(A)>0, forall A)
2. Normality (if A is a tautology, then cr(A)=1)

3. Finite Additivity (if A and B are incompatible, then cr(A) + cr(B) = cr(A V B))

Most Bayesians also take an agent’s credences to satisfy a diachronic constraint. This
constraint tells us how we should revise our beliefs when we get some new evidence. It tells
us that we should be guided by our conditional probabilities. Normally, this is interpreted as
the requirement that our current unconditional probabilities should equal our prior proba-
bilities conditional on the evidence that we've gotten. However, as Blackwell and Girshick
[1979, p.221] show, this rule falls out of the more general requirement that our conditional
probabilities remain fixed, or “rigid”, on the evidence that we’ve gotten in between this tran-
sition.® Some proposition, A, is rigid on E, for the transition from p to p’, just in case the

following holds:

Rigidity: p(A |E) = p'(A|E) , if defined.

If our conditional probabilities are to guide our updates, they must remain the same through-
out these updates. That’s what Rigidity says. While any Bayesian account of diachronic co-

herence must be committed to Rigidity, there are different accounts one can give of how this

SFor discussion of this result, see Diaconis and Zabell [ 1982, p-824]. For other discussions that emphasize
this guiding feature of our conditional probabilities, see Jeffrey [1965], Jeffrey [1970], Skyrms [2006] and, more
recently, Weisberg [2014].



mathematical property is related to the normative property of diachronic coherence. This
section considers three ways of spelling out this relationship.

On the one hand, we might think that being diachronically coherent over a belief tran-
sition simply requires that there be some way of describing this transition as rigid. This idea
gives rise to what we might call the Deflationary Account of updating, according to which
there is nothing more to being diachronically coherent than to remaining probabilistically
coherent over time. This account is inspired by the fact that, as Blackwell and Girshick [1979]
famously show, Rigidity is simply a consequence of the probability axioms. For any proba-
bilistic belief transition, there is some partition that is sufficiently fine-grained (a “sufficient
partition”) to represent the transition in question as rigid on this partition.® Such an account

of diachronic coherence can be formulated in the following way:

A Deflationary Account:
Where S={By, ..., Bp} is a set of beliefs that form a partition, and where, p, is the
agent’s prior probability distribution, and, p’, is the agent’s posterior probability

distribution, an agent is diachronically coherent just in case the following holds:

VpVp'IS(VBiES) VA(p(A|B;i) = p'(A |B;) ), if defined.

The Deflationary Account entails that “getting evidence” and “updating on evidence”
are one and the same process. Moreover, it entails that diachronic coherence on the Bayesian
framework is no stronger than Probabilism. These last two consequences are at odds with the
way we normally think about Bayesian updating. A more familiar way of understanding the
relationship between getting evidence and revising in accordance with Rigidity takes these
to be two different steps in the updating process. We get some piece of evidence first and

then the only right way to revise one’s beliefs is in a way that is rigid on this particular piece of

6See also Diaconis and Zabell [ 1982, p-824] and Jeffrey [1992, p.122-128] for discussion of this result and
related issues. As Diaconis and Zabell note, there will be cases where our conditional probabilities are undefined
for some partition—namely, where we assign a member of our partition a credence of zero. However, their
result still holds for all updates, if we take a sufficient partition to be a partition that is sufficient to represent a
probabilistic belief transition as an update that is conditional on every proposition in this partition for which a
conditional probability is defined (Cf. Blackwell and Girshick [1979, §8.4.3]).
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evidence. According to this more orthodox approach to updating, which was sketched in the
opening paragraphs of this discussion, the process of getting evidence is the exogenous part
of an update: it is the assumption we hold fixed in order to determine whether our updating
norm has been satisfied. By contrast, the process of revising one’s beliefs on this evidence in
accordance with Rigidity is the endogenous part of an update. It is the norm-governed part
of the update.” Whatever it means for an agent to get evidence, when this happens, it triggers
the requirement to condition on it. This picture of updating can be captured by the following

conditional norm:

The Orthodox Account:

Where S={By, ..., Bp} is a partition of propositions whose values have changed
non-inferentially, and where, p, is the agent’s prior probability distribution, and, p’, is
the agent’s posterior probability distribution, an agent is diachronically coherent just

in case the following holds:

VpVp'VBi(3S(B; € S) — VA(p(A|Bi) = p/(A|Bi))), if defined.®

The Orthodox Account says that an agent is diachronically coherent whenever she gets
evidence and revises her beliefs in a way that is rigid on this evidence. Since a probabilistic
agent might fail to be coherent in this way—since she might fail to revise her beliefs on the
particular piece of evidence she has in hand—the Orthodox Account is stronger than Proba-
bilism, which seems like something we would want.

There are worries for the Orthodox Account though. A constraint on the adequacy
of any Bayesian rule is that it be able to be provided with an accuracy-based defense. The
program of “accuracy-first epistemology” is charged with doing precisely this. It provides
us with theorems that show that, relative to some reasonable class of inaccuracy measures,

many Bayesian-type norms satisfy analogues of the decision-theoretic norms of dominance

"The endogenous/exogenous distinction was introduced by Howson and Urbach [2006]. Note that ex-
ogenous here need not mean causal. I am simply taking it to mean ‘outside the domain of the normative’

8For some canonical examples of the Orthodox Account, see Skyrms (1987), Howson and Urbach (1989)
and Jeffrey (1992), among many others.



(namely, accuracy-dominance) and maximize expected utility (namely, minimize expected
inaccuracy).9

Unfortunately, the updating rules that are vindicated by accuracy-first epistemology
only very loosely track the Orthodox Account. While Leitgeb and Pettigrew [2010b] de-
fend a diachronic Bayesian updating rule, their rule doesn’t take updates to be rigid.!® Con-
versely, while both Greaves and Wallace [2006] and Pettigrew [2016] provide an accuracy
argument for a rigid Bayesian updating rule, this updating rule, which is justified by the norm
to minimize expected inaccuracy, differs from the Orthodox Account, and thus imposes ad-
ditional restrictions on the Orthodox Account, in 1) not permitting the agent to update on
uncertain evidence and in 2) requiring that the agent know in advance the partition that she
updates on.!! This last feature is especially problematic, for it entails that Bayesianism can-
not accommodate cases of “reasoning in the wild”. While I sometimes update my beliefs in
response to some particular question that I am trying to settle, at other times, I am simply
struck by some information. I go outside, not intending to settle the question of whether or
not it is raining, and yet I nevertheless come to discover that it is and, so, go on to adjust my
beliefs accordingly.

There is a third approach to diachronic coherence that avoids both of these problems.
It does this by reversing the relation that the Orthodox Account prescribes. Instead of
requiring that Rigidity apply, conditional on us having some evidence, this approach requires
that the information we have revised our beliefs on satisfy some evidential constraint,
conditional on us having revised by Rigidity. More carefully, this approach claims that
some probabilistic belief revision constitutes an update just in case, (1) there is a sufficient
partition for that transition and, (2) the values over that sufficient partition satisfy whatever

constraint we would want our evidence to satisfy:

9For some of the most prominent of these arguments, see Greaves and Wallace [2006], Joyce [2009], Leit-
geb and Pettigrew [2010a], Leitgeb and Pettigrew [2010b] and Pettigrew [2016].
10 Cf. Pettigrew [2016].
HFor this reason, versions of this norm are sometimes referred to as “Plan Conditionalization” (Cf.
Easwaran [2013]).



A Retrospective Approach to Updating:

Where S={By, ..., Bp} is a set of beliefs that form a partition, and where, p, is the
agent’s prior probability distribution and, p/, is the agent’s posterior probability
distribution, an agent is diachronically coherent just in case the following two

conditions hold:

1) VpVp'3IS(VB;ES) VA(p(A’Bi) =p'(A ’Bi) ), if defined, and

2) 81,89, .., Sn have values that satisfy our constraint on evidence.

Like the Orthodox Account, the Retrospective Approach also has an endogenous part
and an exogenous part—but they are reversed. Instead of assuming that an agent has some
piece of evidence, and going on to ask whether she has arrived at the right posterior credences
by conditioning, the Retrospective Approach assumes that an agent has arrived at her poste-
rior credences by conditioning, and goes on to ask whether she has conditioned on the right
information: on evidence.!? Like the Orthodox Account, the Retrospective Approach is
stronger than Probabilism. However, while the Retrospective Approach implies that there
is some question that is answered by an agent’s update, in virtue of this update implying a
certain evidence partition, it takes no stand on whether this question was ever asked. By nei-
ther requiring, nor precluding, that we always reason in response to some question we have
in mind in advance of our update, the Retrospective Approach is consistent with a variety of
forms of reasoning. In addition, the Retrospective Approach both accommodates updates on
uncertain evidence and, as we will see in §5, can be defended by a relatively simple accuracy

argument.

12This approach is inspired by, though substantially more developed than the brief discussion of “retro-
spective conditioning” that appears in Diaconis and Zabell [1982, p.822]. This approach is also similar to the
approach developed in Cassell [forthcoming], though as we will see, it yields an account of updating with a
different structure that is motivated and defended on very different grounds.
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Summing up, then, there are two perspectives from which to develop an account of di-
achronic coherence that is stronger than Probabilism. These perspectives correspond to two
different questions we might ask. On the one hand, we might ask: assuming that this is my ev-
idence, have I revised my beliefs by conditioning on it? If I have, then according to the Orthodox
Account, I am diachronically coherent. Alternatively, we might ask: assuming I have condi-
tioned my beliefs on some information, does this information have features that make it evidence?

If it does, then according to the Retrospective Approach, I am diachronically coherent.

3 The Retrospective Account

We've considered three ways of understanding what it might mean for a Bayesian agent to
be diachronically coherent. One of these ways is not like the others though. Unlike the De-
flationary Account and the Orthodox Account, the Retrospective Approach is a schema. It
leaves open what features some information must have in order to be evidence.

In this section, I propose and defend a way of filling out the Retrospective Approach.
My aim in doing this is to provide a proof of concept for the Retrospective Approach: to show
that there is a way of developing this approach into an account. I'll argue that the Retrospec-
tive Approach improves upon the Orthodox Account in its ability to satisfy the following

constraint:

Non-Arbitrariness: The question of when an agent revises her beliefs should be irrel-

evant to whether or not she is diachronically coherent.

The crucial insight will be that since the Retrospective Approach leaves open what it
takes for some information to be evidence, we can simply use Non-Arbitrariness to fill this
in. We can do this in a way that does not appeal to anything above and beyond what Bayesians
are already committed to.

We can start to see how by drawing on a distinction from Meacham [2016a]. Meacham
distinguishes what he calls sequential updating from interval updating. On the sequential

model of updating, we revise our beliefs at each time that we get some new piece of evidence.
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The sequential model of updating tells us to condition our current priors on our current
information, where our current priors were generated by conditioning the priors that we had
before those on the information we had a moment ago, and so on. Each of the approaches
described in the previous section assumes that we update sequentially in this sort of way.

As Meacham notes, the sequential model of updating seems too strong. We should be
able to relax the requirement that an agent must update at each and every time she gets some
new piece of information.!3 If an agent has gotten information at several different times in
between t() and tg, she should be able to condition on the information she has gotten in be-
tween t( and t3, and then on the information that she has gotten in between t3 and tg. Or she
should be able to condition on the evidence that she’s gotten in between t() and t; all at once.
She should be able to condition on the evidence she’s received over any interval of time.

Closely related to this last idea is the thought that sequential and interval models of
updating should coincide. If an agent has gotten information at several different times in be-
tween t() and tg, she should be able to condition on all of this information at once, or on
each piece of this information in turn, without this making a difference to her posterior cre-
dence distribution. With this in mind, a natural way of articulating what Non-Arbitrariness

amounts to on the Orthodox Account is to say that it amounts to the following:

Orthodox Non-Arbitrariness: Our posterior credence distribution should be the
same (uniquely correct one) regardless of whether we update using sequential or in-

terval models of updating.

The Orthodox Account famously violates Orthodox Non-Arbitrariness. Say I get
some evidence that leaves me uncertain about whether a difficult math proof is correct,
and that this evidence leads me to change my credence in this proposition to .S. (Perhaps
this evidence is my having run through this proof quickly in my head.) And then I get
evidence that leads me to change my credence in this proposition to .6. (Perhaps this

evidence is the testimony of a friend who is reliable about these matters sixty percent of the

13For this idea, see also Skyrms [1983], Titelbaum [2013], and Meacham [2016b].
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time.) In this case, if I update sequentially, the probative value of my most recent evidence
swamps that of my previous evidence. On the sequential approach, my credence that this
proof is correct will be .6. By contrast, if I update using the interval model of updating, my
update is undefined since we can’t update on the same evidence partition with two different
values. On the Orthodox Account, then, sequential and interval updating come apart. The
Orthodox Account fails to satisfy Non-Arbitrariness.!*

A natural way of articulating what Non-Arbitrariness amounts to on the Retro-
spective Approach is to say that it amounts to the requirement that the information an
agent has revised her beliefs on satisfies whatever constraint we would want our evidence
to satisfy, regardless of whether this constraint is imposed on all of this information at
once, or on each piece of this information in turn. Suppose that H is the proposition that
it will hail today. And suppose that, at t1, an agent revises her beliefs on the weighted
partition {(H,.5), (H,.5)} and then, at t5, she revises her beliefs on the weighted partition
{(H,.6), (H,.4)}. One way of interpreting what Non-Arbitrariness requires is that if each

of these two weighted partitions satisfies some normative constraint on evidence, then the

total set {{(H,.5), (H,.5)}, {(H, .6), (H, .4)}} should also satisfy this constraint:

Retrospective Non-Arbitrariness: The information that we revise our beliefs on
should satisfy our evidential constraint whether we use sequential or interval models

of updating.

Since, unlike the Orthodox Account, the Retrospective Approach is just a schema, we
can’t say that it violates Retrospective Non-Arbitrariness. Indeed, we can guarantee that it

doesn’t simply by taking the latter to be our account of evidence:

4There are interesting questions about when the swamping feature of sequential, orthodox updating gets us
the intuitively right result and when it doesn’t. The most notable of these cases are ones where our updates seem
to be justified by the phenomenal character of our experiences (see Lange [2000]). However, since the intu-
itions that underwrite these cases assume that the inputs to the framework are experiences rather than weighted
evidence partitions, they assume the action-guiding interpretation of Bayesian updating that we have rejected.
Thus, they aren’t relevant to whether Orthodox Non-Arbitrariness is satisfied. (More on this in §4.)
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A Retrospective Account of Updating:
Where S={By, ..., By} is a set of beliefs that form a partition, and where p and p’
are probability distributions that are held sequentially at times t and t’, an agent is

diachronically coherent just in case the following two conditions hold:

1) VpVp'IS(VB;€S) VA(p(A|B;) = p(A |By) ), if defined, and

2) {81, 89, ..., Sn} have values that satisfy Retrospective Non-Arbitrariness

Taken together, the first and second constraint say that an agent who is looking back and
evaluating information she has already revised her beliefs on sequentially should recognize
that her constraint on evidence would have been satisfied, even if she had revised her beliefs
at different times than she actually did. What it takes to comply with this requirement will, of
course, depend upon what our first-order constraint on evidence happens to be. While there
are many different constraints we could adopt, I want to offer a proposal that does not involve
appealing to anything beyond what Bayesians are already committed to.

A norm that is trivially satisfied by all sequential accounts of evidence is that evidence
be probabilistic. If we assume that our credences should, at every moment, satisfy the proba-
bility axioms, then an account of updating that tells us to update at every moment that we get
some new evidence will entail that our evidence satisfies Probabilism. Indeed, the discussion
of the previous section suggests that this is the only constraint that all sequential accounts of
updating have in common. Even the Deflationary Account satisfies this constraint. If Proba-
bilism is a constraint on sequential evidence, then by Retrospective Non-Arbitrariness, it
must also be a constraint on the information accumulated over an interval of time.

Of course, Probabilism can’t be a constraint on the information accumulated over
an interval of time, since Probabilism is a constraint on a function, and evidence that has
been accumulated over an interval of time is not even a function to begin with. However,

there is a more general constraint in the neighborhood that has Probabilism as a special
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case. Every probability function, and so all sequential evidence, is, trivially, representable
as a probability function. Evidence is representable as a probability function just in case
there is a probabilistically weighted partition that represents all the constraints that this
evidence imposes. In addition to sequential evidence, it’s easy to see that evidence that
is accumulated over time is also sometimes representable as a probability function. An
agent who gets {(E, .5), (E,.5)} at ¢, and then gets {(F,.5), (F,.5)} at to, has as evidence
{(EF,.25), (EF,.25), (EF, .25), (EF, .25)}. By contrast, consider again our agent from before
who gets as evidence the proposition that a difficult math proof is correct with a credence of
.5, and then gets the same proposition as evidence with a credence of .6. Such an agent who
updates on {(H1,.5), (H,.5)} at t; and then on {(Ho,.6), (H,.4)} at to does not have
evidence, properly speaking, since there is no way to represent this set of information as a
probability function. Roughly, this is because there is no way of accommodating the incon-
sistent values assigned to the members of the partition in question. Less roughly, such cases
are ones where Normality is violated across each of the propositions in this partition, when
paired with their logical complement from a different time: i.e., (Hy,.5) + (Ho,.4) # 1and
(Ho,.6) + (Hy,.5) # 1. With this in mind, we might take the following principle to provide

the weakest account of evidence that is compatible with Retrospective Non-Arbitrariness:

Diachronic Probabilism: An agent’s accumulated evidence over an interval of time

should be representable as a probability function.

Cases where an agent violates Diachronic Probabilism are cases where she has incon-
sistent information.!> It might seem less than obvious that being inconsistent in this way

constitutes the violation of a norm. In the sections that follow, I will say more in defense of

13This proposal contains an important ambiguity in what it means for information to be consistent. On the
one hand, one might take an agent’s evidence to be consistent just in case the values over the evidence partition
in question never change, either directly in virtue of updating on the same partition more than once or indirectly
in virtue of making an update on a different evidence partition that changes the values along this earlier partition.
On the other hand, one might maintain that evidence is consistent even if the second condition is violated: even
if the values over an evidence partition received earlier change in virtue of an update over a different evidence
partition received later. To remain diachronically coherent in the first, stronger sense, an agent must continually
update on finer grained partitions—on {E;}, and then on {EF]- }, etc. There are interesting consequences of both
these approaches, which cannot be explored here. While I've been assuming the second account of evidential
consistency, nothing in this paper turns on which of these accounts we adopt.
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this idea. For now, let me simply gesture at this defense. My proposal draws upon what I
take to be an intuitive idea, namely, that our evidence should have a standing that our cre-
dences don't have. While the Bayesian framework is driven by the idea that we should be
able to change our minds about what we believe, it should not entail that we should be able
to change our minds about our evidence. If we are to condition our beliefs on some piece of
information, that information should meet the higher standard of being information that we
don’t ever have reason to revise.

I'll have more to say in the following section about why this is a plausible standard to
adopt. The aim of this section has been to clear the way for such a defense by filling out
the Retrospective Approach to updating with a constraint on evidence. I've suggested that
Diachronic Probabilism is a good candidate for this constraint. Diachronic Probabilism takes
what has traditionally been assumed to be a trivial assumption about the nature of evidence—
that it is probabilistic—and generalizes it into a substantive diachronic constraint, without
appealing to anything stronger than a principle about non-arbitrariness. We can now fill in

our schema in the following way:

A Retrospective Account of Updating (Final):
Where S={By, ..., By} is a set of beliefs that form a partition, and where p and p’
are probability distributions that are held sequentially at times t and t’, an agent is

diachronically coherent just in case the following two conditions hold:

1) VpVp'IS(VB;€S) VA(p(A|B;) = p’(A |B;) ), if defined, and

2) {81, 89, ..., Sn} have values that satisfy Diachronic Probabilism.16/17

It’s tempting to think that we violate Diachronic Probabilism anytime we violate or-

161 assume, here, that Diachronic Probabilism applies to the members of this set, taken pairwise.

17 Adopting Diachronic Probabilism will require us to make a noteworthy adjustment to our schema from
before. In taking diachronic coherence to be a function of whether sequential and interval frameworks coincide,
Diachronic Probabilism assumes that diachronic coherence should be defined over sets of belief revisions, rather
than individual belief revisions. I'll defend this assumption in the next section.
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dinary Probabilism. However, I'm going to assume what all standard accounts of updating
assume, which is that an updating rule is only a constraint on an agent who already conforms
to ordinary Probabilism. This means that the only way for an agent to violate Diachronic
Probabilism is for her to have updated on inconsistent information.

Despite the fact that we can’t violate Diachronic Probabilism by violating ordinary
Probabilism, there’s clearly a very close connection between these two norms. Later I'll say
more in support of this idea by showing that, just as we have extended the core commitments
of Probabilism to Diachronic Probabilism, we can extend the justification that we have
for conforming to Probabilism to provide a justification for Diachronic Probabilism. If
we assume what seems reasonable—that our epistemic norms are defined by the reasons
we have to conform to them—this means that Diachronic Probabilism and ordinary

Probabilism turn out to be norms of the very same kind.

4 Objections and Replies

Here is a summary of the argument so far:

1. There is a plausible way of understanding diachronic coherence, according to which it
is the requirement that the information we use to revise our beliefs satisfy some norm

for evidence.

2. Our norm for evidence should be the same whether we update using the sequential or

interval model. (By Non-Arbitrariness)

3. The information we revise our beliefs on should be representable as a probability func-

tion. Or, equivalently, Diachronic Probabilism is a norm for evidence. (By 2)

4. The Retrospective Account is a plausible way of understanding diachronic coherence.

(Byland3)

This ends my sketch of the Retrospective Account of updating. By way of defense and

further elaboration, I turn now to consider a series objections and replies.
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Objection. A natural worry about the sort of interval updating the Retrospective Ac-
count appeals to is that it seems to commit us to the view that the agent at time t3 who has
evidence, but has not updated on it, is fully rational. But this seems wrong. After all, her
credences don't reflect her evidence. If you're a juror in a murder trial, it’s not going to be
much of a defense to say that, while you had the evidence, you were waiting until after the

trial was over to update on it.!8

Reply. While this is a worry for interval updating on the Orthodox Account, the Ret-
rospective Account is explicitly designed to avoid this problem. The first condition of the
account implies that a necessary condition for getting evidence is that it is information
that an agent has already revised her beliefs on. What the second condition requires is that
had the agent not updated on all of this information sequentially, it would still be the case
that each of her updates would have satisfied Diachronic Probabilism, in the way that her
sequential updates do trivially. The appeal to interval updating is meant to serve as a check
on a kind of arbitrariness, then, rather than a way the agent might be permitted to avoid

updating on her evidence.

Objection. One might object that the Retrospective Account encodes two ideas that
are in tension: (1) that our evidence can be uncertain, and (2) that our evidence is unre-
visable. Though the arbitrary swamping of uncertain evidence is surely a bad thing, being
unable to ever revise uncertain evidence might seem just as bad. Isn't the point of being able
to hold uncertain evidence that we can revise it later if we need to? More generally, one
might worry about the notion of inconsistency at the heart of this account. It’s clear why we
should not hold propositional evidence that is inconsistent. It’s clearly a bad thing to hold

as evidence both some proposition and its negation. But one might ask whether it is really

18 Thanks to [redacted] for raising this worry and for this example.
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irrational to update on the same evidence partition more than once? And, if so, why is it
irrational?

For a more concrete illustration of the worry, suppose my friend Kai is walking
towards me. I start off with a low credence that it is Kai, because I think he’s in another
town. However, as he gets closer and closer, my visual evidence gets better and better, and
increases my credence. The natural thing to say is that this is perfectly good evidence and I
should update on it sequentially. Indeed, this is precisely the sort of example that typically

motivates Jeffrey conditioning.!®

Reply. As noted already, the Retrospective Account isn’'t an action-guiding account of
rationality. Therefore, it rejects the sort of internalism about rationality that motivates the
previous example. To the extent that our intuitions about how an agent ought to act track
what it is rational for the agent to do—to the extent that they track the action-guidingness
of our norm—these intuitions simply aren’t relevant for the sort of account that is being
defended. Belief states, or sets of belief states, can have different good-making properties.
And not all of these good-making properties appeal to an agent’s internal state. Just as an
agent can conform to the norm of Probabilism without her internal state being a certain way,
so too can she conform to the norm of Diachronic Probabilism without her internal state
being a certain way.

Crucially, though we may not be able to give an argument for the irrationality of updates
that violate the Retrospective Account, we can say something more about what makes such
updates bad. Near the end of this section, I will say more in defense of the sort of externalist
constraint that my account represents. In the next section, I'll argue that updates that fail to
satisfy this constraint do worse, in an accuracy-related sense, than those that conform to this
norm.

Finally, it should be noted that the commitments of the Retrospective Account, while

Y Thanks to [redacted] for raising this worry and for this example.
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unorthodox, aren’t unprecedented. One finds something like an account of unrevisable, un-
certain evidence in Sarah Moss [2018]’s recent, extremely influential account of probabilis-
tic knowledge. According to Moss, the contents of attitudes like belief and assertion are sets
of probability spaces over propositions—or, as she calls them, probabilistic contents. Moss
uses this novel account of content to develop the idea that credences, just like full beliefs, are
among the kinds of attitudes that can constitute knowledge.

Unlike Moss, I advance an account of evidence rather than of knowledge. And I
jettison Moss’s more complicated account of content in favor of a more complicated account
of the agent’s attitudes: while Moss takes the contents of our beliefs to be thoroughly
probabilistic, I assume it is the weighted partitions that constitute our evidence that are
thoroughly probabilistic. But my account is very much in the spirit of Moss’s account. Like
Moss, I appeal to the intriguing, and I think ultimately plausible thought, that the certainty
with which we hold some informational content should be treated as orthogonal to its
normative status as knowledge, evidence, etc. Consequently, beliefs like “It’s probably five
oclock” can be unrevisable, either in virtue of being knowledge, as on Moss’s account, or
in virtue of being evidence, as on mine. Just as some beliefs with probabilistic contents
constitute knowledge, in virtue of satisfying a version of those constraints that are familiar
from traditional epistemology, we will see in the next section that some probabilistically
weighted partitions constitute evidence, in virtue of satisfying a version of a familiar Bayesian

accuracy norm.

Objection. This response is unsatisfying. What I want is an action-guiding account of

rationality.

Reply. This objection is an objection to any Bayesian updating rule, not just mine. As

noted earlier, while the Orthodox Account has the surface structure of an action-guiding

account of rationality, it fails just as miserably to deliver such an account, in virtue of its
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flagrant violations of the ought-implies-can principle. Applying the Orthodox Account
requires that agents be logically omniscient and requires that they have computational
capacities that far outstrip those of any actual agent. Both the Orthodox Account and the
Retrospective Account fail as accounts of action-guiding rationality. The difference is that
the Retrospective Account does not have the form of an action-guiding account. It is honest
about what it is able to deliver. Unlike the Orthodox Account, the Retrospective Account
is able to successfully provide something that is of value. It is able to tell us when a set of

updates is suboptimal in virtue of having been made on inconsistent evidence.

Objection. A key move the Retrospective Account makes is to take diachronic coher-
ence to be a relation that is defined not over belief revisions, but over sets of belief revisions.

This seems at odds with the way we normally think about Bayesian updating.

Reply. While thinking about diachronic coherence in this way goes against the grain,
it is not a crazy suggestion. There is precedence in the literature for accounts of Bayesian
updating that don't take it to be a relation defined over individual credence functions that
the agent has at two different times. Consider time-slice epistemology, which argues that we
should adopt a synchronic surrogate of the Orthodox Account’s updating rule.2® Diachronic
Probabilism is the inverse of these synchronic surrogates. Instead of taking the units over
which our updating constraint is defined to be less temporally extended than the units
assumed by the Orthodox Account, Diachronic Probabilism takes these units to be more
temporally extended than the units assumed by the Orthodox Account. Instead of providing
a synchronic surrogate for the diachronic constraint of Conditionalization, Diachronic
Probabilism provides a diachronic surrogate for the synchronic constraint of Probabilism.
There’s a more fundamental way that Diachronic Probabilism and what we might call

“Synchronic Conditionalization” are inverses of one another. As I've alluded to already, one

20For two canonical examples of these synchronic surrogates, see Meacham [2010] and Hedden [2015a,b].
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reason we have for thinking that getting inconsistent evidence is a bad thing appeals to an
intuition that I think is widely shared, namely, that unlike our credences, our evidence should
not be up for revision. Our evidence should have a standing that our credences don’t have.
Consider accounts of evidence that take it to be knowledge, or to be factive, or—a bit closer
to home—that take evidence to be that which we get with a credence of one, so that we can
never lose it (more on this in a moment). My approach does not require that evidence be any
of these things. But in maintaining that an agent is diachronically coherent just in case her
evidence is consistent over time, it preserves, in a formal way, an important feature of each of
these accounts. My account preserves the idea that our evidence is unrevisable by entailing
that we are diachronically incoherent—that we do not, properly speaking, have evidence at
all—when the values over the partitions we have conditioned on have changed over time.
Some would take the unrevisability of evidence to be a bug, rather than a feature, of
an updating framework built to accommodate it. But the fact that not everyone would en-
dorse this picture of evidence is no mark against Diachronic Probabilism. Consider again
its inverse, Synchronic Conditionalization. One of the problems that motivates Synchronic
Conditionalization is that agents on the Orthodox, sequential framework are unable to lose
certain evidence. As Meacham [2010, p.94] notices, the problem of not being able to lose
certain evidence is, more fundamentally, the problem of there being a mismatch between
our intuitions about evidence and our updating framework. Cases where it feels as though we
should be able to lose certain evidence—cases of memory loss, for instance—are motivated
by internalist intuitions about the nature of evidence. They are motivated by the thought that
our evidence should supervene on the way that things seem to us at the present moment. But
the Orthodox, sequential framework is committed to a form of externalism about evidence
that we get with certainty, since it entails that anytime our current seemings conflict with the
evidence that is encoded in our priors, the latter swamps the former. Synchronic surrogates
of Conditionalization resolve this mismatch by positing priors that don’t encode an agent’s

previous evidence, thereby bringing the framework in line with evidential internalism.
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Diachronic Probabilism is a solution to a problem that is the mirror image of the prob-
lem of losing certainties: the problem of retaining uncertainties. Just as it’s impossible to lose
certain evidence on the Orthodox, sequential framework, when we get conflicting evidence,
we saw in §3 that it’s impossible to retain uncertain evidence in this same situation. Anytime
our current uncertain evidence conflicts with our previous uncertain evidence, the former
swamps the latter. This swamping feature commits the Orthodox, sequential framework to
a form of internalism about uncertain evidence. It entails that our total evidence is deter-
mined by the way that things are for us at the present moment. To the extent that we are
pulled by the externalist intuition that evidence is not the kind of thing that should be be-
holden to how things are for us at the present moment, Diachronic Probabilism resolves this
mismatch between our intuitions and the framework by positing an account of evidence that
entails that we are diachronically incoherent anytime our current evidence swamps our pre-
vious evidence—or, equivalently, anytime the values over the partitions we have conditioned
on have changed over time.

From the point of view of the internalist, then, Orthodox, sequential updating encodes
too much memory, while from the point of view of the externalist, Orthodox, sequential up-
dating encodes not enough memory. Internalists resolve the former problem by updating a
credence function that the agent has at each moment. I've argued that externalists can resolve
the latter problem by making diachronic coherence a matter of updating on information that
remains unchanged over time. Like Synchronic Conditionalization, Diachronic Probabilism
is formally compatible with many different accounts of evidence. But it is most friendly to
those who lean externalist, in the way that Synchronic Conditionalization is most friendly to
those who lean internalist. It’s no objection to Diachronic Probabilism, then, that it is not for
everyone, any more than this is an objection to time-slice epistemology. The cost of a frame-
work, like the Orthodox, sequential framework, that is not biased towards some substantive
account of evidence is that it succumbs to counterexample—to agents who can’t forget or to

agents who can’t remember—whenever it is paired with the intuitions that underwrite one of
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these accounts. Diachronic Probabilism is a remedy for the second kind of counterexample,

just as Synchronic Conditionalization is a remedy for the first.

S AnAccuracy Argument for the Retrospective Account

We've seen that the Retrospective Account, via Diachronic Probabilism, generalizes the norm
of Probabilism. It should come as no surprise, then, that Diachronic Probabilism can be jus-
tified by an accuracy argument that generalizes the accuracy argument for Probabilism.

As we've noted already, the aim of accuracy-first epistemology is to vindicate various
epistemic norms by showing that they are the means to the end of gradational accuracy. To
get an idea of what the accuracy-dominance argument for Probabilism looks like, consider
a weather forecaster who assigns a credence of .7 to the proposition that it will hail tomor-
row and a credence of .S to the proposition that it won’t hail tomorrow. This agent has a
probabilistically incoherent set of credences, since .7+.57#1. It can be shown that, because
this agent has a probabilistically incoherent set of credences, her credences are accuracy-
dominated. According to a reasonable measure of inaccuracy, there exists a probabilistically
coherent set of credences that will be less inaccurate than it is, no matter which state of the
world comes about. In the case just described, these probabilistically coherent credences are
{(H,.6), (H,.4)}.2!

By contrast, a probabilistically coherent set of credences would not be accuracy-

dominated. It is not the case that there is some set of credences that would do better

2L1f we assume the Brier score, for instance, we get that if it does hail, {(H,.7), (H, .5)} will be more inac-

curate than {(H, .6), (H, 4)}:
(1-6)2+(0-4)2<(1-7)%+(0-5)2
32<.34

And if it doesn’t hail, {(H, .7), (H, .5)} will still be more inaccurate than {(H, .6), (H, .4)}:

(0-6)2+(1-4)2<(0-.7)%+ (1-.5)2
72 <.74
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than it does, no matter which state of the world comes about. Since non-probabilistic
credence assignments are accuracy-dominated, but probabilistic credence assignments are
not accuracy-dominated, a decision-theoretic agent with an epistemic utility function does
better by conforming to Probabilism.

Earlier we noted that an obstacle to thinking of an agent who violates Diachronic Prob-
abilism as an agent who violates a probabilistic norm is that the information that Diachronic
Probabilism targets is not even a function to begin with. We encounter an analogous prob-
lem when it comes to justifying Diachronic Probabilism. Since inconsistent evidence is not
a function, and since accuracy-dominance can only be defined over functions, inconsistent
evidence cannot be claimed to be accuracy-dominated.

But our analogous problem comes with an analogous solution. Just as Diachronic Prob-
abilism is a norm that generalizes ordinary Probabilism, we can get a justification for Di-
achronic Probabilism that generalizes the justification for ordinary Probabilism.

We've just seen that the accuracy argument for Probabilism says that, no matter how the
world turns out, an agent who violates Probabilism does better by not holding the credences
that she holds. In a similar way, we might say that, no matter how the world turns out, an
agent who violates Diachronic Probabilism does better by not holding all of the evidence that
she holds. This is because, no matter how the world turns out, some piece of evidence that she
holds will be more inaccurate than some other piece of evidence that she holds.

To see this, recall our example from §3—{{(H1,.5), (H1,.5)}, {(Ho,.6), (Ho, .4)}}.
This is an example where we are probabilistically incoherent over each of these propositions,
when paired with their logical complement from a different time: (Hy,.5) + (Hg, 4) # 1
and (Ho,.6) 4+ (Hy,.5) # 1. This gives rise to the result that we’ve just described, namely,
that no matter how the world turns out, one of these sets of values will inevitably be more
inaccurate than the other. For if it turns out that H, then {(Hj,.5), (Hy,.5)} will be more

inaccurate than {(Ho,.6), (Hs,.4)}. And if it turns out that H, then {(Ho, .6), (Ha, .4)} will
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be more inaccurate than {(H1, .5), (Hy, .5)}.2* No matter what happens, we will have reason
to discard some of our evidence, contra the intuition, held by many, that evidence is not the
sort of thing that we should have reason to discard.

It should be clear what’s going on here. The only way to update over a partition more
than once, in a way that assigns this partition inconsistent values, is for these values to change.
If the same partition has been assigned different values, then one set of values will inevitably
be more inaccurate than the other. That’s what the argument for Diachronic Probabilism says.

By contrast, it’s not the case that an agent who conforms to Diachronic Probabilism
necessarily has evidence, such that one piece of evidence will inevitably be more inaccu-
rate than the other, no matter what happens. Whether or not an agent has reason to dis-
card some of her evidence will depend upon the details of the case, rather than upon the
necessary, formal features of the evidence that she updates on. Say that we again have an
agent who gets {(E, .5), (E,.5)} at t1, and then gets {(F,.5), (F,.5)} at to. This agent has
as evidence {(EF, .25), (EF,.25), (EF, .25), (EF, .25)}. Here it is not the case that this evi-
dence is such that the agent has reason to discard some of it, no matter which state of the
world comes about. Say EF comes about. Then whether or not the agent has reason to dis-
card {(E,.5), (E,.5)} or {(F,.5), (F,.5)}, or both {(EF, .25), (EF, .25), (EF, .25), (EF, .25)},
or neither, will depend upon whether this evidence brings her closer to EF than she was ini-
tially. If, say, her initial credences were {(EF,.1), (EF,.1), (EF, .1), (EF,.7)}, then itis not the

case that this agent has reason to discard any of her evidence.

22Again, assuming the Brier score, if it does hail, then {(H,.5), (H,.5)} will be more inaccurate than
{(H,.6),(H,.4)}:

(1-6)2+(0-4)2<(1-5)2+(0-.5)2
32<5

And if it doesn’t hail, then {(H, .6), (H, .4)} will be more inaccurate than {(H, .5), (H,.5)}:

(0-5)2+(1-5)2 < (0-.6)% + (1 -.4)2
b5 <.72
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This, again, contrasts with evidence that violates Diachronic Probabilism. While it’s
possible for each individual piece of an agent’s inconsistent evidence set to bring her closer to
some world than she was initially, it’s impossible for all of the pieces of an agent’s inconsistent
evidence set to do this. Whatever happens, she will always have reason not to hold some of
her evidence.

While this argument for Diachronic Probabilism is not an accuracy-dominance argu-
ment, it generalizes the reasoning behind such arguments. Both the argument for Diachronic
Probabilism and the argument for Probabilism say that no matter which state of the world
comes about, an agent does better by discarding some of her credences (or evidence), in
favor of some probabilistic credences (or evidence). The argument for Probabilism is the
special case where, in addition, the probabilistic credences the agent has reason to favor is
the same, no matter which state of the world comes about. Thus, we have the same general
reason for conforming to Diachronic Probabilism that we have for conforming to ordinary
Probabilism: in order not to have evidence that we will inevitably have reason to discard. An
agent who has an evidence set that contains evidence that she will inevitably have reason to
discard has evidence that lacks a valuable property it might otherwise have had.

This argument avoids the problems faced by the accuracy argument for the Orthodox
Account. It maps perfectly onto the constraint defended in this paper; it does not require
that the agent know in advance the partition that she updates on; and it does not preclude
updates on uncertain evidence. The Retrospective Account may, then, turn out to be the
norm that strikes just the right balance of being strong enough to impose constraints on a
wide range of epistemic situations, while also recommending credences that promote some
form of epistemic utility. While these remarks are too brief to establish this once and for all,
they at least suggest that we cannot rule out the Retrospective Account as a serious contender

for the updating norm that we should adopt.
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6 Conclusion

I've argued that the Retrospective Account reverses a number of the features of orthodox
updating, to great effect. Before closing, I want to offer one last remark on the account.

I've noted that the Retrospective Account of updating makes diachronic coherence con-
tinuous with synchronic coherence. Both types of coherence relations can be described as
the norm that our evidence be representable as a probability function. An interesting con-
sequence of this is that, despite the fact that synchronic coherence is a precondition for di-
achronic coherence, our diachronic norm is conceptually prior to our synchronic norm. Be-
ing a probability function is the special case of being representable as a probability function.
Itis the special case of having evidence that we don’t have reason to discard no matter what. It
is the special case of being unrevisable. It is the special case of avoiding arbitrariness, trivially,
in virtue of representing our evidence at a single time. What it means to be synchronically
coherent is to satisfy the norm for diachronic coherence in a particular way.

What should we think of this?> While this account of the relationship between syn-
chronic and diachronic coherence isn't a clear advantage of my approach, it may be a happy
consequence for some. For many, being epistemically rational is most centrally a matter of
having beliefs that display a certain sort of coherence over time. It’s this kind of coherence
that is most congenial to the project of helping us to achieve our long term goals. For some,
then, it may be a welcome result that in reversing the relation that the Orthodox Account pre-
scribes, the Retrospective Account ends up reversing the relationship between synchronic

and diachronic coherence as well.
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